ghipsmall

Chipsmall Limited consists of a professional team with an average of over 10 year of expertise in the distribution
of electronic components. Based in Hongkong, we have already established firm and mutual-benefit business
relationships with customers from,Europe,America and south Asia,supplying obsolete and hard-to-find components
to meet their specific needs.

With the principle of “Quality Parts,Customers Priority,Honest Operation,and Considerate Service”,our business
mainly focus on the distribution of electronic components. Line cards we deal with include
Microchip,ALPS,ROHM, Xilinx,Pulse,ON,Everlight and Freescale. Main products comprise
IC,Modules,Potentiometer,IC Socket,Relay,Connector.Our parts cover such applications as commercial,industrial,
and automotives areas.

We are looking forward to setting up business relationship with you and hope to provide you with the best service
and solution. Let us make a better world for our industry!

Contact us

Tel: +86-755-8981 8866 Fax: +86-755-8427 6832
Email & Skype: info@chipsmall.com Web: www.chipsmall.com
Address: A1208, Overseas Decoration Building, #122 Zhenhua RD., Futian, Shenzhen, China

iy [0



Lattice

Semiconductor
Corporation

Lattice

PCI IP User’s Guide

November 2010
IPUG18_09.2



Lgntto!dqtg Table of Contents

= n nnn s CoOrporation

L0 1T T o1 (=T gl R 141 oY (1T o o 6
O T T =T 1= SR 6
FATUIES ...ttt oot e oo et et e et e e e e e e e e b e e e e e et e e e e e e e e e n—a b e e e ee et e e e e e e e e e rrreeaeaeeas 10

Chapter 2. Functional DeSCripPtioN .........cccciiiiiimiininirrinesr s sssssss s ssss s s s ssms s s ssmne s 11
=1 ToTe 1ql B 1T o | =T o  FO PO PP PPPPP PR PRPP 11

O Y F= T3 1= g o] o1 (o PP 11
O I =T =y 0o oo PP 12
Local Master Interface CONIIO..........cooi i e b e e e e b e e e e 12
(o Toz= 1 =T o T=1 0 o] o1 1 o] PRSP 13
(070] 01 {To [T =1 o] g ST o T- Lo YRR 13
= 1AV =T L= =1 (ol gr= T o [ @ g T=Yot1q= ] U 13
ST o [tV D= TTed ] o o] o <RSP 13
O 101 1=Tg 7= Lot IR T o | F=1 PRSPPI 14
(o Toz= 1 ) (=Yg 7= ot IS 1o g T | PP EPPRP 15
PCIl Configuration SPaCE SEIUP .. ..ueiiiiiiiiiie e e e et e e e e et e e e e s abte e e e e snree e e e e nnee 18
Y=L ISR o T=T o 11 (=T PR SURIRRN 21
BasSe AQAreSS REQISTEIS. ... .uuiiiiiiiiiie ittt e e e e e e e e e e e e e e e e e e e e e e e nn b e e e e e teeaeeeaae e nreees 22
BAR Mapped t0 MEMOIY SPACE........cci ittt e e e e e ettt e e e e e e e e s e s s s ee e e e e e eeeaeeesassnnteaeneeeeaaaeseanannnnne 22
T Y F=T o] oT=Yo I (o TN 1L TS o= Lo = SR 23
(0= Tod o 1= I I Lo USRS 23
6= =Y o o 0N T 0 1= 23
(0= 100 | 2 TH T @1 1o T o1 0| £= ] PR RRSURIRRN 23
T8 537251 (=1 4 T4 T [ G | 5 O SPERER 23
RS0 53725 (=1 12 T 0 O SPEERR 23
L@ 0= Lo 1 (=T o1 =Y O SPERRR 24
YT T T o | S PSPPSR 24
= VG = | PO PP PPPP PSSP 24
1 (Y ¢ 0T o I = PPRPSRRR 24
1 (Y ¢ U o o PRSP 24
R TS=T A= To [T O PP PP PPP PP PRPPI 24
Lattice PCI IP core Configuration OPLONS .......oouueiiiiiiiiiee ettt e e st e e e st e e e e s sanbee e e e s sbeeeeeeeas 24
IPexpress User-Controlled CONfiQUIatioNS..........c.cuoiuiiaiiiie ittt e s e snee e e snnee e 24
PCI Configuration Using Core Configuration Space POr............cuiiiiiiiiiiiiiiec e 25
(o Tor= L = T TN ) (=Y o =TSRRI 30
LI L L= O o= =V (o] o PP TP PP PP 30
=TS (=T GO o T= T = 11T ) o RSP 30
Basic PCI Master Read and Write TranSaCHONS .........cuuiiiii e e ctieiee ettt e e s sttt e e e s ssneee e e e s sbeeeeeesareeeeaeens 31
32-bit PCI Master with @ 32-bit LOCAI BUS ........cccoiiiiiiiiiiiiiiie ettt e e e e s s e e e enneeeas 31
64-Bit PCI Master with @ 64-Bit LOCAI BUS .........c.uuiiiiiiiiiiee ettt st e e s st e e e s sntaeeeessreeeeaeens 35
32-bit PCI Master with @ 64-Bit LOCAI BUS...........cociiiiiiiiiiiie et e s e e s e e e e s enneeeas 40
Configuration Read and Write TranSaCtONS ........cc.uiiiiiiiiiiiie ettt e e e 46
PCIl Master I/O Read and WIite TranSaCiONS ........oiuuiiieiiiiiiieeeeiiee e e st e e s stiee e e s e e e e s snbee e e e enneee e e e enees 46
Advanced Master TraNSACHONS. ... .. .. ittt e e e e e e e e s bbbttt e e e e e e e e e e e s s nnnarsreeeeaeaeaeeaaanns 46
L 2L = L (= R 46
Burst Read and Write Master TranSaCONS ........cooiiiiiiiiiiieeee e 51
Dual ADAreSS CYCIE (DAC).. . uei e iiiiiiee ettt e et e e e et e e e st r e e e e sate e e e e s aabeeeeeeansteeaeeeanseneeeessbeeeeeennnes 70
Fast Back-t0-Back TranSaCHONS ...........uiiiiiiiiiiii et e e e e e e 76
Master and Target TerMINATION ........c..eiii et e e e e e e s s r e e e s sanr e e e e s aanreeeeesarreeeenaas 81
Basic PCI Target Read and Writ€ TranSaCONS .........cueiiiiiieiieieiiee ettt e e e e snr e e e e 81

© 2010 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal. All other brand
or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

IPUG18_09.2, November 2010 2 PCI IP Core User’s Guide



Lattice Semiconductor Table of Contents

32-bit PCI Target with a 32-bit Local Bus Memory Transactions ............ccueeiiiiiiieiiniiieee e 82
64-Bit PCI Target with @ 684-Bit LOCAI BUS........oooiiiiiiiiiie e 87
32-Bit PCI Target with @ 64-Bit LOCAI BUS........oouuiiiiiiiiiii ettt e e 90
Configuration Read and Write TranSaCHONS ..........oiiiiiiiiiii e 94

PCI Target I/0 Read and Write TranSaCONS .........ouuiiiiiiiiiiii e 96
Advanced Target TraNSACLIONS .......coii ittt e s e e e e e e b b e e e s e abbe e e e e anbee e e s eanbbeeeeeannnes 97
L = L] €= L (= O 97
Burst Read and Write Target TranSacCtioNS..........coi it 100

Dual ADAress CYCIE (DAC).....ueeei ettt ettt e e e sttt e e e e aab et e e e e sabe e e e e e aabreeeeeeanbaeeeeens 115

Fast Back-t0-Back TranSaCliONS ...........uiiiiiiiiiiiee et e e e e e e e e e s e nneneees 117
Advanced Configuration ACCESSES ........cuii ittt e e s e s e e e e e e e enns 120

1= 1o [ A =T 4 40T g F= 11T o PRSPPI 123
D ETodo ] o] aT=Tod AT { g T D= - SRR 124

(D ETodo] o] aT=Tod VA1 { T U | I 7 c- TSRS 127
o {2 PP 130

JLIE= 1o [ 02 oo o S PP UPPR 133
Chapter 3. Parameter Settings ........cccciiirrmiiiniisirnissr s s 136
T T =T o PSP RRRPR 137
[ TU TSR = {1 o1 (o o P PRSPPI 137

[SF (o1 =Y oo @70 ] 1 11o U] =11 [o] o 1SRRI 138
Synthesis/Simulation TOOIS SEIECHON ...........uuiiiiiiii e e e e e e aaae s 138

To =T g1t Tez= 14 (o] N IF- o J PP TP OPRPTURURR 139
RV 4= o (o g 10 = 0 PR 139

(Do o | D 0] PSPPSR 139
T8£Sy (= VA=Y o [o T g | I = 0 PP 139

T8 537253 (=T T 10 T 0 PR 139
=Yoo T 10 I 15 ) PP 139
Class Code (Base Class, Bus Class, INTEIfacCe) ........ccueiiiiiiiiciiiiiiiie et nreeee e e e e 139
11T 1= - o PSSR 140
DAY T = I T 1] o O S PP PP TPPRPPPPPRR 140

[ qoT=Ta TS I T = TSR 140

1] (Y ¢ U o RS PPPRSPR 141

PCIl Master Tab (PCl Master/Target Cores ONIY) ........ooo it e et ee e s e e e ssnbeeee e 141
aT= Y=o [ @ ]|V IR (=Y o VN T oY RSP 141
YA T N PSPPSR 141

Y G I PSPPSR 141

7 TS I L OO OPPOPRPTTRURR 141
BasSe AdAreSS REQISTEIS. ... .uuiiiiiiiiiiie ettt e et e e e e e e e e e s e r e et e e e e e e e ea e e nnnrrrrreeeeeeeeeaaaanas 142

BAR Configuration OPLIONS ........coiiiiiiiie ittt e st e e e st e e e e s aabee e e e s sabee e e e sanbeeeeeeeannneeeesannnreeeas 142
7 R To 1o PP P PP 142

7 T I/ o= T PP 142
AQArESS SPACE SIZE..uueeiiiiieeii i i ittt et e e et e ettt e e ee e e e e e s ae st aeeeeeeaaaaeseaaaaaansteeeeeeeaeeeeeaaaannrrareeeeaaaaes 142

L (=Y (=1 (o] aT oo T = gT= o] RSP 142
Chapter 4. IP Core Generation.........ccuucmmmmiiiiiiissssssr s s sss s s s s s s sssnss s nenas 143
LICENSING T8 IP COr@ ...ttt b et e s a bt e e s b et e e st e e e s b e e e s abe e e s aneeeeanreesaneeeeanneeeas 143
O Lt (1] o [o IS £= g (=T OSSP TP PP PRPTI 143
IPexpress-Created Files and Top Level DireCtory StruCIUIE ..........veviiiiiiiiie e 146
INSTANTATING the COTE ...ttt b e e e et e e bt e e e st e e e s st e e e s abeeesabeeesaneeeeanneeaas 147
Running FUNCHioNal SIMUIALION ......ocoiuiiiiiie ettt e st e e e s b e e s sbe e e s anreeaanneeeas 147
Synthesizing and Implementing the Core in a Top-Level Design .........cccoiiiiiiiieiiiie e 148
HAardware EVAIUATION .........cooieiie e e et e e e e e s snr e e e s s s e e e e e ann e e e e s annneee s 148
Enabling Hardware Evaluation in DiamONd............cciiiiiiiiiiiee e 148
Enabling Hardware Evaluation in iSPLEVER..........ooiiii e 149
Updating/Regenerating the [P COre ........oocuiii ettt et ebb e st e s ene e e e sae e e s anre e e anneeeas 149

IPUG18_09.2, November 2010 3 PCI IP Core User’s Guide



Lattice Semiconductor Table of Contents

Regenerating an [P Core in DIamONG ......c.oooiiiiiiiiiiee e e e e 149
Regenerating an [P Core in iSPLEVER ... 149
Chapter 5. SUPPOIt RESOUICES .......ccccmuiiiiimmriiiisnsrrsssmss s sssss s s sss s s s sss s s s smn s e sn s e s s samne s e s annnnnnnnns 151
(=L (ToT= I I =To o oo = IS o] o o SR 151
ONIINE FOTUMS. ...ttt et as e e e ea et e s e e e et e s R et e s ane e e an e e e s e e e san e e e e anneesnneenanreeannes 151

I =Y o Lo a TSI ] o) oo o Al o o) 4 10 V=R 151
0 0= V] IS T o] Lo SR 151
oY= LIRS0 o] oo o U PRERPRR 151

01 (=1 0= TSP 151
PCI-SIG WEDSIE ...ttt e e e s e e e s e e e s r e e e snr e e snr e e e an e e e nnneas 151

[RTST (=T =T g oo OO OPRP PRI 151
LAtlCEEC/ECP ...ttt ettt e s e et et e e b et e e r e e e e ne e e e R e e e e e e nr e e anr e e nnreas 151
LAtlCEECP2IM ... .ottt e s e sa e e e mn e e e e et e e e e e e Rt e r e e e an e nr e e n e nnreas 151
LAtlICEECPS ...t e e e s e sa et e e e et e e e e e e e e e e e e e n e e nnreas 152
LALHCESC/M.....eeeieee ettt Rt e e Rt e e e n e e nr e e n e nnreas 152

IR 110>, PP PUPPRR 152

IR 1Ao7 PP PUPRR 152

1Y =T 0 ) L PRSP 152

1Y =T 0 ) 72 PP TPPR 152
TV o N o £ (o] 152
Appendix A. Resource ULIlization ............cccccmmmiiiiiiiiisemnniiinsss s s ssmnnes 153
LatticeECP and LatiCEEC FPGAS ... ..ottt e r e s e e s anne e e nnne e 153
(@0 1=l aTo N = N0 4] o= SR 153
LatliCEECP2 FPGIAS. .. ettt e et ea et e st e e e et e e st e e aaRe e e sabe e e e R e e e sane e e s anee e e ann e e s anneeeanreeea 154
Ordering Part NUMDET ..ot e ettt e e e ettt e e s s a et e e e e ansba e e e s s annteeeessnnneeeas 154
LattiCEECP2M FPGAS........ceieiieieie ettt e e st e et e e s e e e e st e e anre e e ssse e e amr e e e saneeeaareeesasneesanneeennreeeas 155
Ordering Part NUMDET .......ooiiieie ettt ettt e e et e e e e s sttt e e e anseee e e e e annteeeessnnseeeas 155
LattiCEECPS FPGAS. ....ei ittt et e et e et e e e et e e bt e e eare e e s s te e e s n e e e sane e e s ane e e e anr e e e aneeeeanneeea 156
Ordering Part NUMDET .......ooiiieie ettt ettt e e et e e s s sttt e e e e ansbe e e e e s annneeeessnnneeeas 156
LALlCEXP FPGIAS ..ottt ettt e e s e et e e e s et e e Rt e e aR et e e e Ee e e n e e e R e e e e R e e e e nnr e e e anne e e anreeea 157
Ordering Part NUMDET .......ooi ettt ettt e e e sttt e e s s sttt e e e e ansae e e e s s annbeeeessnnreeeas 157
LAtlCEXP2 FPGAS ....eteieitee ettt ettt e st e et e s s et e e s R et e s ane e e e et e nRee e e nn e e e e ee e nar e e e ane e e anreeea 158
Ordering Part NUMDET ...ttt ettt e e e sttt e e s s abe e e e e e ansae e e e s s ansteeeesennneeeas 158
MACKHXO FPGAS. ...ttt s e et e e s e e e e e s e et oo R e e e e s e e e e saRe e e eaEe e e s R e e e en et e s ne e e e nnr e e e anne e e anreeea 159
Ordering Part NUMDET ...ttt e et e e sa e e e sabe e e sab e e e eab e e e ebre e s anreeennee 159
IMACKIXO2 FPGIAS....c.ttte ettt ettt ettt e e bt e e sh b e e b et e e sab et e ke et e e a b et e ea b e e e aabe e e ea b e e e aabe e e sabeeesneeeeanneesanneeaanneeea 159
Ordering Part NUMDET ...ttt et aa e e e sabe e e sar e e e ebeeeenre e e anreeenee 159
LALlCESC FPGAS ... ttie ettt ettt h et a e e a bt e e sab e e a e et e o b e e e ah b e e e oabe e e ea ke e e aa b e e e eabe e e s be e e e anreeeaneeeeanreeea 160
Ordering Part NUMDET ...ttt ettt s b e as e e e sabe e e s b e e e sabeeesnne e s anreeanee 160
Appendix B. Pin Assignments For Lattice FPGAS ...........cccccivmmmmiinnnnissn s sssssssssssnnns 161
Pin Assignment Considerations for LatticeECP and LatticeEC DeViCes...........ccocveeiiiiiiniii i 161
PCI Pin Assignments for Master/Target 33MHz 64-Bit BUS............coociiiiiiiiiiiee e 161

PCI Pin Assignments for Target 66MHZz 64-Bit BUS...........coociiiiiiiiiie e 163

PCI Pin Assignments for Master/Target 33MHz 32-Bit BUS...........ccoiiiiiiiiiiiieie e 165

PCI Pin Assignments for Target 33MHZz 32-Bit BUS..........cooiiiiiiiiiiiie e 167

Pin Assignment Considerations for LattiCeXP DeVICES ........cccuiiiiiiiiiieeiiiee ettt 168
PCI Pin Assignments for Master/Target 33MHz 32-Bit BUS...........ccoiiiiiiiiiiiiiieee e 168

PCI Pin Assignments for Target 33MHZz 32-Bit BUS..........cooiiiiiiiiiie e 169

PCI Pin Assignments for Master/Target 33MHz 64-Bit BUS............cocoeiiiiiiiiiiee e 171

Pin Assignment Considerations for MachXO DEVICES .........ccceiiiiiiiiiiiieiiiee ettt 173
PCI Pin Assignments for Target 33MHZz 32-Bit BUS..........cooiiiiiiiiiiiie e 173

PCI Pin Assignments for Target 66MHZz 32-Bit BUS..........ccoiiiiiiiiiiiiie e 175

PCI Pin Assignments for Master/Target 33MHz 32-Bit BUS...........ccoiiiiiiiiiiiiiiee e 176

IPUG18_09.2, November 2010 4 PCI IP Core User’s Guide



Lattice Semiconductor Table of Contents

PCI Assignment Considerations for LatliCeSC DEVICES........ccoiiiiiiiiiiiiiiieie et 178
PCI Pin Assignments for Master/Target 33 MHz 32-bit BUS .........cccooiiiiiiiiiiii e 178
PCI Pin Assignments for Master/Target 33 MHz 64-bit BUS ...........coooiiiiiiiiiiiii e 179
PCI Pin Assignments for Target 33 MHZz 32-Dit BUS ..........ooiiiiiiiii e 182
PCI Pin Assignments for Target 33 MHZz 64-Dit BUS ...........oooiiiiiiiii e 183
PCI Pin Assignments for Master/Target 66 MHz 32-bit BUS .........c.coooiiiiiiiiiiii e 185
PCI Pin Assignments for Master/Target 66 MHz 64-bit BUS .............oocoiiiiiiiiiiiiii e 187
PCI Pin Assignments for Target 66 MHZz 32-Dit BUS ...........ooiiiiiiiiii e 189
PCI Pin Assignments for Target 66 MHZz 64-Dit BUS ...........coooiiiiiiiii e 191

IPUG18_09.2, November 2010 5 PCI IP Core User’s Guide



1 L ﬂ- ° Chapter 1:
EEE:::Qmico!dgctg Introduction

= n nnn s CoOrporation

Lattice’s Peripheral Component Interconnect (PCI) Intellectual Property (IP) cores provide an ideal solution that
meets the needs of today’s high performance PCI applications. The PCI IP cores provide a customizable, 32-bit or
64-bit PCI Master and Target or Target only solution that is fully compliant with the PCI Local Bus Specification,
Revision 3.0 for speeds up to 66MHz. The PCI cores bridge the gap between the PCI Bus and specific design
applications, providing an integrated PCI solution. These cores allow designers to focus on the application rather
than on the PCI specification, resulting in a faster time-to-market.

PCl is a widely accepted bus standard that is used in many applications including telecommunications, embedded
systems, high performance peripheral cards, and networking. The family of PCI IP core is one of the many in Lat-
tice’s portfolio of IP cores. For more information on these and other products, refer to the Lattice web site at:
http://www.latticesemi.com/products/intellectualproperty/.

This document covers Target only, Master and Target, 64-bit, and 32-bit PCI IP cores implemented in a number of
devices. Details of Master and 64-bit operation only apply to the appropriate cores. Pin assignments for specific
variations of this core are described at the end of this document.

Quick Facts

Table 1-1 through Table 1-8 give quick facts about the PCI IP core for LatticeEC™, LatticeECP™, LatticeECP2™,
LatticeECP2M™, LatticeECP3™, LatticeXP™, LatticeXP2™, LatticeSC™, MachXO™, MachXO2™, and
LatticeSCM™ devices.
Table 1-1. PCI IP Core Quick Facts--PCI master/target 66 MHz/64bit

PCI IP configuration
PCI master/target 66MHz 64bit

FPGA Families LatticeEC Lattice ECP2 . . . LatticeSC
Core Supported LatticeECP | Lattice ECP2M | -8ticeXP | LatticeXP2 | LatticeECP3 | | ahicescM
Requirements | \jinimal Device LFEC10E- LFE2-12E- LFXP15C- | LFXP2-17E- | LFE3-35EA- | LFSC3GA15
Needed 5F484C 6F484C 5F388C 6F484C 7FN484CES E-6F900C
Data Path Width 64
Resource
Utilization LUTs 2500
Registers 900
Lattice

i i ™ i ®
Implementation Lattice Diamond™ 1.0 or ispLEVER® 8.1

. Synopsys® Synplify™ Pro for Lattice D-2009.12L-1
Design Tool Synthesis ynopsys~ synpity : —
Support Mentor Graphics® Precision™ RTL
Aldec® Active-HDL™ 8.2 Lattice Edition
Mentor Graphics ModelSim™ SE 6.3F

Simulation
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Table 1-2. PCI IP Core Quick Facts--PCI master/target 66 MHz/32bit
PCI IP configuration
PCI master/target 66MHz 32bit
FPGA Families LatticeEC Lattice ECP2 . : : LatticeSC
Core Supported LatticeECP | Lattice ECP2M | LaticeXP | LatticeXP2 | LatticeXP3 | ;ticesCM
Requirements [ \inimal Device LFEC6E- LFE2-6E- LFXP6C- LFXP2-5E- LFE3-17EA- | LFSC3GA15E-
Needed 5F256C 6F256C 5F256C 6FT256C 7FN484CES 6F900C
Data Path
. 32
Resource Width
Utilization LUTs 1600
Registers 700
Lattice . .
Implementation Diamond 1.0 or ispLEVER 8.1
Design Tool Synthesis Synopsys Synplify Pro for Lattice D-2009.12L-1
Support Mentor Graphics Precision RTL
) . Aldec Active-HDL 8.2 Lattice Edition
Simulation . .
Mentor Graphics ModelSim SE 6.3F
Table 1-3. PCI IP Core Quick Facts--PCI master/target 33MHz/64bit
PCI IP configuration
PCI master/target 33MHz 64bit
FPGA Families | LatiiceEc | Lattice ECP2 . . . LatticeSC
Core Supported LatticeECP Ilf-étFt’IgI?/l LatticeXP LatticeXP2 LatticeXP3 LatticeSCM
Requirements [y imal Device | LFEGIOE- | LFE2-12E- | LFXP15C- | LFXP2-17E- | LFE3-35EA- | LFSC3GAI5
Needed 5F484C 6F484C 5F388C 6F484C 7FN484CES E-6F900C
Data Path Width 64
Resource
Utilization LUTs 1400
Registers 800
Lattice . .
Implementation Diamond 1.0 or ispLEVER 8.1
Design Tool Synthesis Synopsys Synplify Prc? for Lattllc.e D-2009.12L-1
Support Mentor Graphics Precision RTL
) . Aldec Active-HDL 8.2 Lattice Edition
Simulation

Mentor Graphics ModelSim SE 6.3F
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Table 1-4. PCI IP Core Quick Facts--PCI master/target 33MHz/32bit

PCI IP configuration
PCI master/target 33MHz 32bit
IEPrE"IA' MachXO Machxoz | [LaticeBC | Latlice ECP2 | | syicexp | LatticexP2 | Latticexps | ,LaticeSC
amilies ac ac LatticeECP | Lattice ECP2M | -atice attice attice LatticeSCM
Core Supported
Requirements i
'\D"gyi’é‘:' Lomxo12o0 | LSMXO- || FeGeE- LFE2-6E- Lexpec- | WFXP2 || FES47EA- | LFSC3GAT
Needed E-5FT256C | grGiaacEs | 57256C 6F256C 5F256C | grtosgc | 7FN4B4CES | 5E-6F900C
Data Path
Width 32
Resource
Utilization LUTs 900
Registers 600
Lattice ) )
Implemen- Diamond 1.0 or ispLEVER 8.1
tation
; Synopsys Synplify Pro for Lattice D-2009.12L-1
gﬁslg:r;l'ool Synthesis . —
PP Mentor Graphics Precision RTL
Aldec Active-HDL 8.2 Lattice Edition
Simulation . .
Mentor Graphics ModelSim SE 6.3F

Table 1-5. PCI IP Core Quick Facts--PCl target 66MHz/64bit

PCI IP configuration
PCI target 66MHz 64bit

FPGA Families LatticeEC Lattice ECP2 . . . LatticeSC
Core Supported LatticeECP | Lattice ECP2M | LatticeXP ) LatticeXP2 | LatticeXP3 | | 5iceSCM
Requirements | \inimal Device LFEC6E- LFE2-12E- LFXP10C- | LFXP2-8E- | LFE3-17EA- | LFSC3GA15
Needed 5F484C 6F484C 5F388C 6FT256C | 7FN484CES | E-6F900C
Data Path Width 64
Resource
Utilization LUTs 1300
Registers 600
Lattice Diamond 1.0 or ispLEVER 8.1

Implementation

Design Tool Synthesis Synopsys Synplify Pro for Lattice D-2009.12L-1
Support Mentor Graphics Precision RTL

Aldec Active-HDL 8.2 Lattice Edition
Mentor Graphics ModelSim SE 6.3F

Simulation
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Table 1-6. PCI IP Core Quick Facts--PClI target 66MHz/32bit

PCI IP configuration

PCI target 66MHz 32bit

Lattice ECP2

FPGA Families LatticeEC . . . . LatticeSC
Core Supported LatticeECP é_gtptlgtl\a/l LatticeXP LatticeXP2 LatticeXP3 LatticeSCM
Requirements =y i - Device LFEC3E- LFE2-6E- LFXP3C- | LFXP2-5E- | LFE3-17EA- | LFSC3GA15
Needed 5Q208C 6F256C 5Q208C 6QN208C 7FTN256CES E-6F256C
Data Path Width 32
Resource
Utilization LUTs 900
Registers 500
Lattice . .
Implementation Diamond 1.0 or ispLEVER 8.1
Design Tool Synthesis Synopsys Synplify Pro for Lattice D-2009.12L-1
Support Mentor Graphics Precision RTL
) . Aldec Active-HDL 8.2 Lattice Edition
Simulation . :
Mentor Graphics ModelSim SE 6.3F
Table 1-7. PCI IP Core Quick Facts--PClI target 33MHz/64bit
PCI IP configuration
PCI target 33MHz 64bit
FPGA Families LatticeEC Lattice ECP2 . . . LatticeSC
Core Supported LatticeECP | Lattice ECP2M | LaticeXP | LatticeXP2 ) - LatticeXP3 | aticescm
Requirements [ \Minimal Device LFECGE- LFE2-12E- LFXP10C- | LFXP2-8E- | LFE3-17EA- | LFSC3GA15E
Needed 5F484C 6F484C 5F388C 6FT256C 7FN484CES -6F900C
Data Path
. 64
Resource Width
Utilization LUTs 800
Registers 600
Lattice . .
Implementation Diamond 1.0 or ispLEVER 8.1
. Synopsys Synplify Pro for Lattice D-2009.12L-1
Design Tool Synthesis ynopsys synpity . _
Support Mentor Graphics Precision RTL
) . Aldec Active-HDL 8.2 Lattice Edition
Simulation - -
Mentor Graphics ModelSim SE 6.3F
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Table 1-8. PCI IP Core Quick Facts--PClI target 33MHz/32bit

PCI IP configuration
PCI target 33MHz 32bit
FPGA LatticsEC | ECPB LatticeSC
s attice ; : ; attice
¢ Families MachXO MachX02 LatticeECP Lattice LatticeXP | LatticeXP2 | LatticeXP3 LatticeSCM
ore Supported ECP2M
Require-
ments i
'[\)"'e’yi';‘eal LoMx01200 | LSMXO- LFEC3E- | LFE2-6E- | LFXP3C- | LFXP2-5E- | LFE3-17EA- | LFSC3GA15
Needsd E-BFT256C | GTG144CES 5Q208C 6F256C 5Q208C 6QN208C | 7FTN256CES | E-6F256C
Data Path
] 32
Resource | Width
Utiliza-
tion LUTs 600
Registers 500
Lattice
Implemen- Diamond 1.0 or ispLEVER 8.1
tation
_IQeingSn Svnthesi Synopsys Synplify Pro for Lattice D-2009.12L-1
ool Sup- ynthesis - —
port Mentor Graphics Precision RTL
Simul Aldec Active-HDL 8.2 Lattice Edition
imulation
Mentor Graphics ModelSim SE 6.3F
Features

* Available as 32/64-bit PCI bus and 32/64-bit local bus
¢ PCI SIG Local Bus Specification, Revision 3.0 compliant
* 64-bit addressing support (dual address cycle)

e Capabilities list pointer support

* Parity error detection

* Up to six Base Address Registers (BARS)

¢ Fast back-to-back transaction support

* Supports zero wait state transactions

» Special cycle transaction support

» Customizable configuration space

* Up to 66MHz PCI

* Fully synchronous design
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Chapter 2:

Functional Description

Lattice

== ® Semiconductor

= n nnn s CoOrporation

This chapter provides a functional description of the Lattice PCI IP core.

The PCI IP cores bridge the PCI bus to the back-end application. They decode transactions and pass PCI requests
to the Local Interface. The back-end applications then send or receive the proper data associated with the PCI
Interface via their Local Interface to respond to the PCI transactions. In the case of master versions the core exe-
cutes PCI bus transactions based on back-end requests. Figure 2-1 illustrates the functional modules and internal
bus structure used in the PCI IP core.

Block Diagram
Figure 2-1. PCI IP core Block Diagram

PCI Local
Interface Interface )
] ] Configuration
> space port
( -0] ¢ ) . K 401:0
Address ad[31:0] ¢ Configuration [ 1
% Data | cben[3:0] < Space command[9:0] 2l fi
ata par «—»! P status[5:0] . Config
b cache[7:0] | Register
It_address_out[31:0]
framen o g o] Add
|_data_out[31: ress
?rdyn It_cben_out[3:0] ( & Data
Interface J irdyn +—, It_command_out[3:0]
Control stopn +—»| Parity K=—=1Im_cben_in[3:0] )
devseln +—» A—N] Generator | A =
. It_address_out[63:32]
N idsel —, NV and N Local K=—=1_ad_in[63:32]
Checker |_data_out[63:32]
LN Target @ It_cben_out[7:4]
—1/] — It_Idata_xfern _Ri
Error | perrn <+——» Interfacle —— It_hdata_xfern > 64 Bl.t
Reporting serm +—— Contro —— It_64bit_transn Extension
— Im_64bit_transn
— Im_hdata_xfern
— Im_lIdata_xfern
[ ad[63:32] < K=—=Im_cben_in[7:4]
. ben[7:4] |
64-Bit |, © v PCI K=—=Im_burst_length[11:0]
Extension ) paré4 «—» 1N ! —Im_data_xfern
reqB4n «+—» N—/1 Target N— le———Im_rdyn
ack64n ——») Control Im_status[3:0] Master
Im_termination[2:0] ~Interface
Im_burst_cnt[12:0] Control
> Im_r_nw
Interrupt < intan +——| [ |m-timeoutn
Local le—— Im_req32n 1
( oIk ——»] N Master <E> le——Im_req64n . Master
System - rstn ——] —/ Interface — Im_gntn req/gnt
b PCI Control
A — It r nw
VN Master KNe—! le—— It_abortn Target
V| Control [« It_disconnectn \
Arbitration— reqn +——| l— ICrdyn ~Interface
rbitration | gntn » It data_xfern Control
— It_accessn
[«— |_Interruptn ~ Interrupt
F——p bar_hit[5:0] )
[ exprom_hit ~ Decode
— new_cap_hit J

Note: Signals in shaded boxes are used for 64-bit PCI Cores.

The PCI Master Target IP Core consists of multiple blocks, as shown in Figure 2-1. This section provides a detailed
description of these blocks.

PCI Master Control

The PCI Master Control interfaces with the PCI bus. It supports all of the address and command signals required to
execute transactions on the PCI bus for both 32-bit and 64-bit PCI applications. A list of the supported PCI signals
is available in the PCI Interface Signals section of this document. Once the Local Master Interface Control is
granted the bus, it passes the transaction information to the PCI Master Control using the internal bus. The PCI
Master Control then requests and executes the transaction on the PCI bus. The PCI IP cores support all of the
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commands specified in the PCI Local Bus Specification, Revision 3.0. Table 2-1 lists the supported PCI com-
mands.

Table 2-1. PCI IP Core Command Support

cben([3:0] Command Support
0000 Interrupt Acknowledge Yes
0001 Special Cycle Yes
0010 |[I/O Read Yes
0011 1/0 Write Yes
0100 Reserved Ignored
0101 Reserved Ignored
0110 Memory Read Yes
0111 Memory Write Yes
1000 |Reserved Ignored
1001 Reserved Ignored
1010 |Configuration Read Yes
1011 Configuration Write Yes
1100 Memory Read Multiple Yes
1101 Dual Address Cycle Yes
1110 Memory Read Line Yes
1111 Memory Write and Invalidate Yes

The PCI Master control supports data transfer requirements for both high and low throughput back-end applica-
tions. It maintains up to the maximum 528 MBytes per second (MBps) burst data transfer rate when operating at
66MHz with a 64-bit data bus. The Advanced Master Transactions section of this document describes burst data
transfers in further detail. For slower applications, single data phase transactions can also be easily implemented.
The Basic PCl Master Read and Write Transactions section describes these basic transactions in detail.

PCI Target Control

The PCI Target control interfaces with the PCI bus. It processes the address, data, command and control signals to
transfer data to and from the PCI IP core for both 32-bit and 64-bit PCI applications. A list of the supported PClI sig-
nals is available in the PCI Interface Signals section. Once the PCI Target control detects a transaction, it passes
the transaction information to the Local Interface control using the internal bus. It also responds to most Configura-
tion Space accesses with no intervention from the Local Interface. The PCI IP core supports all of the commands
specified in the PCI Local Bus Specification, Revision 3.0. Table 2-1 lists the supported PCI commands.

When designing for a particular target application, the back-end target design may not support all the commands
listed in Table 2-1. As a result, the PCI IP core does not transfer data using those commands. For cases where the
back-end target application does not support all the commands, it must issue the proper termination as described
in the Target Termination section of this document.

The PCI Target control supports the data transfer requirements for both high and low throughput back-end applica-
tions. It can maintain a 528 MBps transfer rate during burst transactions when operating at 66MHz with a 64-bit
data bus. The Advanced Target Transactions section describes the Burst transactions in further detail. For slower
applications, single data phase transactions can also be easily implemented. The Basic PCI Target Read and Write
Transactions section describes the these basic transactions in detail

Local Master Interface Control

The Local Master Interface facilitates master transactions on the PCI Bus with the commands listed in Table 2-1.
The Local Master Interface Control passes the local master transaction request from the user’s application to the
PCI Master Control which then executes the PCI bus transaction.
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Local Target Control

The Local Target Control responds to target transactions on the PCI bus. Fully decoded BAR select signals
(bar_hit) and new capabilities select signal (new_cap_hit) are provided by the Local Target Control to indicate
that the PCI IP core has been selected for a transaction. Registered address and command signals are available at
the Local Interface from the Local Interface Control for the back-end application to properly handle the core’s
request. Additionally, the Local interface also supplies Configuration Space Register signals and a local interrupt
request (1_interruptn) for users’ applications. A full list of Local Interface signals and descriptions is available in
the Local Interface Signals section.

Configuration Space

The Configuration Space implements all the necessary Configuration Space registers required to support a single-
function PCI IP core. It provides the first 64 bytes of header type 0, which is used for all device types other than
PClI-to-PCIl and CardBus bridges. The first 64 bytes of the predefined header region contain fields that uniquely
identify the device and allow the device to be generically controlled. This predefined header portion of the Configu-
ration Space is divided into two parts. The first 16 bytes of the header are defined the same way regardless of the
type of device. The remaining bytes have different definitions depending on the functionality that the PCI IP core
supports. These bytes include six Base Address Registers (BARs), the Capabilities Pointer (Cap Ptr), and the reg-
isters that control the interrupt capability. Refer to the Configuration Space Set-up section for additional information
on the Configuration Space.

Accesses to the first 64 bytes of the Configuration Space are completed by the PCI IP core control with no interven-
tion from the Local Target Interface control. Access beyond the first 64 bytes, such as the Capabilities List, is left to
the Local Target Interface control. These transactions are described in the Advanced Configuration Accesses sec-
tion.

Parity Generator and Checker

Parity checking must occur on every PCl address and data cycle to be compliant with the PCI Local Bus Specifica-
tion, Revision 3.0. The PCI IP core’s Parity Generator and Checker module does all parity checking for the PCI
device. The Parity Generator and Checker determines if the master is successful in addressing the desired target.
It also verifies that data transfers occur correctly between the master and target devices. The address and byte
enable signals are included in every calculation to ensure accuracy. Each address and data cycle that occurs on
the PCI bus is checked for errors.

The parity check signals perrn and serrn are enabled or disabled using bit 6 and bit 8 of the PCI Command Reg-
ister, which is part of the Configuration Space.
Signal Descriptions

Pin Assignments for the evaluation configurations are shown “Pin Assignments For Lattice FPGAs” on page 161.
Final selection of the pinouts is left to the designer to allow for maximum flexibility in the design. Pinouts are
defined in the HDL source code, or as follows:.

¢ In Diamond, choose View > Show Views > File List, double-click the.lpf file, and edit the file to add pin location
preferences.

* In ispLEVER, double-click Edit Preference (ASCII) in the Processes window, and edit the file in the Text Editor
to add pin location preferences.

Refer to the Diamond or ispLEVER software help for additional information.

There are five types of signals defined in Table 2-2.
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Table 2-2. Signal Types

Signal Type Description
in Input is a standard input only signal.

out Output is a standard output only signal.

t/s Tri-state is a bidirectional, tri-state input/output pin.

s/t/s Sustained Tri-State is an active low tri-state signal owned and driven by one agent at a
time.

o/d Open Drain allows multiple devices to share as a wire-OR. A pull-up is required to sustain
the inactive state until another agent drives it and must be provided by the central resource.

PCI Interface Signals

The PCI Interface signals correspond to the PCI bus specification. Table 2-3 shows the input and output signals for
the PCI IP core. These are the signals required by the PCI IP core to handle PCI bus side transactions. Table 2-3
describes each signal.

In addition to the signals required by the PCI IP core, there are some signals on the PCI Bus, referred to as “Addi-
tional Signals” in the PCI specifications, which must be handled appropriately to insure proper PCI IP core func-
tions in a system. Refer to the relevant PCI specifications for a description of those Additional Signals (which are
beyond the scope of this document). Examples of this type of signal are M66EN and PRSNT [1:0].

Table 2-3. PCI IP Core Signals’

Name | /0 ‘ Polarity ‘ Description
PCI System
clk in . The PCI system clock provides timing for all transactions. The clock frequency operates up to

66MHz. This clock is also used to provide timing to the Local Interface.
The asynchronous PCI system reset is used to set the PCI device to a starting known and sta-

rstn in low ble state.

PCI Address and Data

ad[31:0] t/s — The multiplexed address and data bus.

fben [3:0 t/s — Multiplexed command and byte enable signals.

par t/s — The par signal generates even parity for ad[31:0] and cben [3:0] signals

PCI Interface Control

The framen signal is driven by the current master and used to indicate the start of cycle and

framen si/s low the duration of the cycle.

irdyn sit/s low The initiator ready signal indicates that the current master is ready for the data phase.
trdyn sit/s low The target ready signal indicates that the current target is ready for the data phase.

stopn s/t/s low The PCI IP core, as a target, drives this signal low requesting to stop the current transaction.
idsel in — The initialization device select is used to select a target for configuration reads and writes.
deveseln SH/s low Device select is actively driven by the PCI IP core to indicate that it is the target of the bus

transaction.
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Table 2-3. PCI IP Core Signals’ (Continued)

Name | VO [ Polarity | Description
PCI Error Reporting
perrn s/t/s low Data parity error is used to report parity errors in the data phase.
serrn o/d low System error is used to indicate catastrophic errors.
PCl Interrupt
intan | o/d ‘ low Interrupt A is used to request an interrupt.
PCI Bus Arbitration
regn out low Request for the use of PCI bus.
gntn in low Grant the master’s access to PCI bus.
PCI 64-Bit Extension
?d (62822 t/s — The upper 32 bits of multiplexed address and data bus.
Tben 1785 t/s — The upper, multiplexed command and byte enable signals for 64-bit applications.
paré64 t/s = The paré64 signal generates even parity for ad [63:32] and cben [7:4] signals.
reg64n sit/s low Used by the master to request a 64-bit data transaction.
acké64n s/t/s low Signal used to indicate the acknowledgement of a request for 64-bit data transaction.

1. Shaded rows apply to 64-bit applications.

Local Interface Signals

The Local Interface provides all the necessary address and control signals to respond to and initiate transactions
associated with the PCI bus. Command and status information are also available at the Local Interface, so the
back-end application logic can essentially monitor the PCI bus. Table 2-4 contains the Local Interface signals that
are divided into three different categories: Local Bus Signals, Local Target Bus signals and Local Master Bus sig-
nals.

The Local Bus Signals are shared between the Local Master Interface and Local Target Interface. These signals
are typically denoted with an “1_”. The Local Target Bus signals are used by the Local Target Interface and are
denoted using “1t_”. The Local Master Bus signals are used by the Local Master interface and are denoted using
Hlm 77'

Table 2-4. Local Interface Signals’

Name | /o ‘ Polarity Description
Local Address and Data

Local address/data input. The address input is used in Master Read/Write

1_ad in[31:0] in — transactions, and the data input is used for master write/target read transac-
tions
1 data out [31:0] out . Local Data ogtput. Local side lower DWORD data output for a master read
- - or a target write.
The local address bus for target read and write. This bus indicates the start
address of the transaction. The bus, 1t address out [31:0], is latched
1t _address out [31:0] out — = —

one clock after the framen signal is asserted on each transaction and
remains unchanged until the next transaction.

The local byte enables for target read and write. The 1t_cben out [3:0]
1t _cben out [3:0] out low determine which byte lanes of 1_data out[31:0] orl _ad in[31:0]
carry meaningful data.

The 1t _command_out [3:0] latches the command information during the
1t _command_out [3:0] out — address phase of a PCI cycle. It indicates the PCI bus command for the cur-
rent cycle (refer to Table 2-1).

1m cben in([3:0] in low Local master command and byte enables.
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Table 2-4. Local Interface Signals’ (Continued)

Name

| /0 ‘ Polarity |

Description

Local 64-Bit Extension

1 ad in[63:32]

Local address/data input. The address input is used in Master Read/Write
transactions, and the data input is used for master write/target read transac-
tions.

1 data out[63:32]

out —

Local Data output. Local side upper DWORD data output for a master read
or a target write.

1t address out

[63:32]

out —

The local address bus for target read and write. This bus is valid only for
64bit address bar. The 64-bit combined signal 1t _address_out [63:0]
indicates the start address of the transaction. The high 32bit of the bus,

1t address_out [63:32], is latched two clock cycles after the framen
signal is asserted on each transaction (only for dual address cycle) and
remains unchanged until the next transaction.

1t cben out [7:4]

out low

The local byte enables for 64-bit target read and write. The
1t cben out [7:4] determine which byte lanes of
1 data out[63:32] orl ad in[63:32] carry meaningful data.

1t ldata xfern

out low

This signal works same as 1t _data_ xfern. It applies to lower DIVORD
when local bus is 64bit.

1t hdata xfern

out low

This signal works same as 1t data xfern. It applies to upper DWORD
when local bus is 64bit.

1t 64bit transn

out low

Signal to the local target that a 64-bit read or write transaction is underway
on pci bus.

Im ldata xfern

out low

This signal works same as 1m_data xfern. It applies to lower DIVORD
when local bus is 64bit.

Im hdata xfern

out low

This signal works same as 1m_data_ xfern. It applies to upper DWORD
when local bus is 64bit.

Im 64bit transn

out low

Signal to the local master that a 64-bit read or write transaction is underway
on PCI bus.

Im cben in[7:4]

in low

Local master byte enables.

Local Interrupt

1_interruptn

in low

The local side interrupt request indicates that the Local Interface is request-
ing an interrupt. This signal asserts the PCI side interrupt signal, intan, if
interrupts are enabled in the Configuration Space.

Config Register

cache[7:0]

out —

The cache signal indicates the cache length in the cache registers defined
in the Configuration Space

command [9:0]

out —

Command register bits from the Configuration Space.
Bit O - 1/0 space enable, Command[0]

Bit 1 - Memory space enable, Command[1]

Bit 2 - Master enable, Command[2]

Bit 3 - Special cycles enable, Command[3]

Bit 4 - Memory write and invalidate enable, Command[4]
Bit 5 - VGA Palette Snoop, Command[5]

Bit 6 - Parity Error Response, Command[6]

Bit 7 - Reserved

Bit 8 - SERR# enable, Command[8]

Bit 9 - Fast back-to-back enable, Command[9]

status [5:0]

out —

Status register bits from the Configuration Space.

Bit 0 - Master Data Parity Error, Status[8]

Bit 1 - Signaled Target Abort, Status[11]

Bit 2 - Received Target Abort, Status[12]

Bit 3 - Received Master Abort, Status[13]

Bit 4 - Signaled System Error with SERR#, Status[14]
Bit 5 - Detected Parity Error, Status[15]
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Table 2-4. Local Interface Signals’ (Continued)

Name | VO | Polarity | Description
Local Target Interface
1t _abortn in low Local target abort request is used to request a target abort on the PCI bus.
. . Local target disconnect (or retry) is used to request early termination of a
lt_disconnectn n low bus transaction on the PCI bus.
1t rdvn in low Local target ready signal indicates that the Local Interface is ready to
Yy receive or send data.
1t r nw out . Read/Write (read/not write) to signal whether the current transaction is a
- = read or write. 1 = read, O = write
Local target can access local interface if 1t _accessn is active. Once
1t _accessn active, local target needs to be ready for next process based
1t _accessn out low onlt command out.lt accessn is active during either of active
bar_hit, exprom hit ornew_cap_hit. Itis also active during special
cycle command.
This signal indicates local input data (1_ad_in) being read or local output
data (1_data_out) being available at current clock cycle. When
1t data xfern out low 1t data_xfern is active, if core reads data from 1_ad_in, back-end can
- - update 1_ad_in for next data at next clock cycle. If core writes data on
1 data_out, back-end can get valid data from 1_data_out. Itis only
used when the local bus is 32 bits.
Local Target Address Decode
. . . The bar_hit signal indicates that the master is requesting a transaction
bar_hit(5:0] out high that falls within one of the Base Address register ranges.
New Capabilities List hit. new_cap_ hit indicates that the master is
requesting a Configuration Space register out of internal registers (00h-3fh),
new_cap hit out high that is 40h-FFh., Although the hardware associated with the New Capabili-
ties reside in the back-end logic, logically they are part of the PCI Configura-
tion Space.
Local Master reqg/gnt
lm_reg32n in low Local master 32-bit data transaction request.
lm reg64n in low Local master 64-bit data transaction request.
1m gntn out low Signal to the local master that gntn is asserted.
Local Master Interface Control
lm rdyn in low Local master is ready to receive data (read) or send data (write)
Local master burst length determines the number of data phases in the
) . . transaction. For single data phase, it should be set to 1.
Im burst_length [11:0] n 1m burst_ length setto 0 means the burst length is
13'b1,0000,0000,0000.
This signal indicates local input data (1_ad_in) being read or local output
data (1_data_out) available at current clock cycle. When
1t _data_xfern is active, if core reads data from 1_ad_in, back-end can
lm data xfern® out low update 1_ad_in for next data at next clock cycle. If core writes data on
1_data_out, back-end can get valid data from 1_data_out. Itis only
used when the local bus is 32 bits. In a single data phase, it should be set to
1. Im_burst_length set by 0 means the length is 13'b1,0000,0000,0000.
(Read/Write) to signal whether the current transaction is a read or write.
lm r nw out — :
— = 1 =read, 0 = write
1m_timeoutn out — Indicates that the transaction has timed out.
. Local master issues an abort to terminate a cycle that can not be com-
Im _abortn in — pleted
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Table 2-4. Local Interface Signals’ (Continued)

Name /0 | Polarity Description

Indicate the master operation status.
0001 - Address loading
1m_status([3:0] out — 0010 - Bus transaction

0100 - Bus termination

1000 - Fast_back_to_back

Indicate the master termination status.

000 - Normal termination

Normal termination occurs when the master finishes and completes the
transaction normally. During a multi-data phase transfer, a condition can
occur where the master’s latency timer expires on the last data phase and
master's gntn has been de-asserted. In this case, 1m_timeoutn is
asserted and the master also indicates this as Normal termination.

001 - Timeout termination

Timeout termination occurs when, during a multi-data phase transfer, the
master’s latency timer expired before the last data phase and the master’s
gntn is de-asserted on or before the last data phase. 1m_timeoutn is also
asserted in this case.

Im termination([2:0] out —

010 - No target response termination.
This is also known as Master Abort termination.

011 - Target abort termination
100 - Retry termination

101 - Disconnect data termination
110 - Grant abort termination

111 - Local master termination

Local master burst transaction “down counter” value. When the local master
requests a 32-bit transaction, the initial value of 1m_burst cnt is equal to
1lm burst_length. When the local master requests a 64-bit transaction
1m burst_cnt[12:0] out — and 1m_64bit_transn is active, the initial value of 1m_burst_cnt is
equal to 1m_burst_ length. When the local master requests a 64-bit
transaction and 1m_64bit_transn is inactive, the initial value of

lm burst_cnt is double of Im_burst length.

—_

. Shaded rows apply to 64-bit applications.

2. A Memory Write and Invalidate transaction is not governed by the Latency Timer except at cacheline boundaries. A master that initiates a
transaction with the Memory Write and Invalidate command ignores the Latency Timer until a cacheline boundary. When the Latency Timer
has expired (and gntn is deasserted), the core asserts 1m_timeoutn. The backend must terminate the transaction at next cacheline
boundary by asserting 1m_abort.

3. During Master Read operation the signal 1m_data xfern always reflects valid data in the local data bus. But during Master Write opera-

tion, due to data prefetch ahead of the transactions on PCl bus, 1m_data xfern along with the 1m_status reflects the data validity. If

1lm_status is 0100, (meaning a Bus Termination) ignore the 1m_data_xfern assertion because the data being prefetched is not sent
out on the PCI bus due to termination.

PCI Configuration Space Setup

Determining the correct settings for the Configuration Space is an essential step in designing a PCI application,
because the device may not function properly if the Configuration Space is not properly configured. The PCI IP
core supports all of the required and some additional Configuration Space registers that apply to the PCI IP core
(refer to PCI Local Bus Specifications, Revision 3.0, Chapter 6). Figure 2-2 shows the supported Configuration
Space for the PCI IP core. This section describes the first 64 bytes of the Configuration Space in the PCI IP core
and its customization method. For more information on the parameters used to customize the Configuration Space,
refer to the Lattice PCI IP core Configuration Options section.
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Figure 2-2. PCI IP Core Configuration Space

Device ID Vendor ID 00h
Status Register Command Register 04h
Class Code Re\I/iDsion 08h

st | Veecer [ Loy | Saee, | oor
Base Address 0 10h

Base Address 1 14h

Base Address 2 18h

Base Address 3 1Ch

Base Address 4 20h

Base Address 5 24h

Cardbus CIS Pointer 28h

Subsystem ID Subsystem Vendor ID | 2Ch
Expansion ROM Base Address 30h
Reserved Cap Ptr 34h

Reserved 38h

MAX_LAT | MIN_GNT | [Merupt | Inferpt | 5y,

Note: Shaded sections indicate reserved and
unused sections in the configuration space. All
unused and reserved registers return 0Os.

Vendor ID: The Vendor ID is a 16-bit, read-only field used to identify the manufacturer of the product. The Vendor
ID is set using the VENDOR ID parameter. The Vendor ID is assigned by the PCI SIG to ensure uniqueness. Con-
tact PCI SIG (www.pcisig.org) to obtain a unique Vendor ID.

Device ID: The Device ID is a 16-bit, read-only field that is defined by the manufacturer used to uniquely identify a
particular product or model. The Device ID is set using the DEVICE ID parameter. Its default value is 0000h.

Revision ID: The Revision ID is an 8-bit, read-only device-specific field that is set using the REVISION ID param-
eter. This field is used by the manufacturer and should be viewed as an extension of the Device ID to distinguish
between different functional versions of a PCI product.

Class Code: The Class Code is a 24-bit, read-only register and is used to identify the generic functionality of a
device. The value of this register is determined by the CLASS CODE parameter. The Class Code is broken up into
three bytes. The upper byte holds the base class code; the middle byte holds the sub-class code. In addition, the
lower byte holds the programming interface. The Class Code information is located in the PCI Local Bus Specifica-
tion, Revision 3.0. The default setting for this register is FFOO00h.

Command Register: The Command Register is a 16-bit read/write register that provides coarse control over the
device. It is located at the lower 16 bits of address 04h in the Configuration Space. Using this register, the memory
and /O space can be disabled to allow only configuration accesses. This register also controls the parity error
response and the serrn signal. Figure 2-3 and Table 2-5 illustrate the command register that is implemented in
the PCI IP core.
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Figure 2-3. Command Register
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Table 2-5. Command Register Description

Bit
Location Description
0 1/0 Space Enable controls a device’s response to I/O space accesses. I/0O space accesses are enabled if the bit
is set to a 1. After reset the 1/O space enable bit is set to a 0.
1 Memory Space Enable controls a device’s response to memory space accesses. Memory space accesses are
enabled if the bit is set to a 1. After reset the memory space enable bit is set to a 0.
5 Bus Master enables the PCI IP core to act as a master on the PCl bus when this bit is set to 1. After reset the Bus
Master enable bit is set to a 0.
3 Special Cycle controls a device’s action on special cycle operations. Special cycle accesses are enabled if the bit
is set to 1. After reset the bit is set to 0.
Memory Write and Invalidate Enable controls the PCI IP core's ability to execute the Memory Write and Invali-
4 date cycle on the PCI bus. The Core, when required, will issue the Memory Write and Invalidate command if this
bit is set to a 1. After reset this bit is set to a 0.
5 VGA Palette Snoop
Parity Error Response is used to control a device’s response to parity errors. If the bit is 0, a parity error causes
6 the Detected Parity Error status bit to be set in the status register but does not drive the perrn signal. After reset
the bit is set to 0. This is the enable for parity error checking. However, even with the perrn signal disabled, the
device is still required to generate parity.
7 Reserved Bit
8 SERR Enable is used to enable the serrn driver. To enable, this bit is set to a 1. After reset this bit is set to 0.
Fast Back-to-Back Enable allows the PCI IP core to execute fast back-to-back transactions to different devices. If
9 the fast back-to-back enable is set to a 1, the Core executes fast back-to-back transactions. After reset this bit is
setto 0.
10-15 Reserved Bits The returned value for these bits is 0 when this register is read.
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Status Register

The Status Register is a 16-bit read/write register that provides information on the capabilities of the PCI IP core. It
also reports the error status of the PCI IP core. The Status Register is located at the upper 16 bits of register loca-
tion 04h. Writes to the Status Register from the PCI bus are slightly different, given that bits can be reset but not
set. Writing a 1 to a bit in the status register resets it, but only if the current value of the bit is a 1. Writing a 0 to a bit
has no effect. Figure 2-4 and Table 2-6 describe the Status Register that is implemented in the PCI IP core.

Figure 2-4. Status Register

15 14 13 12 11 10 9 8 7 6 5 4 3 0

Detected Parity

Signaled System Error with serrn

Received Master Abort

Received Target Abort

Signaled Target Abort

devseln Timing

Master Data Parity Error

Fast Back-toBack Capable

66 MHz Capable

Capabilities List

Table 2-6. Status Register Descriptions
Bit
Location Description

Capabilities List is a read-only bit that indicates whether or not the device contains an address pointer to the start

4 of the Capabilities list. The bit is set to a 1 to indicate that the Capabilities Pointer at location 34h is valid. After
reset the value is setto a 0. The CAP_PTR_ENA parameter initializes this bit.

5 66MHz Capable is a read-only bit that is used to indicate that the device is capable of running at 66MHz. The bit is
set to a 1 if the device is 66MHz capable. The PCI_66MHZ CAP parameter initializes this bit.
Fast Back-to-Back Capable is a read-only bit that indicates if the device is capable of handling fast back-to-back

7 transactions. The bit is set to a 1 if the device can accept these transactions. The FAST B2B_CAP parameter ini-
tializes this bit.

8 Master Data Parity Error indicates that the bus master has detected a parity error during a transaction. A value of
1 means a parity error has occurred. After rest the bit is set to 0.
DEVSEL Timing bits indicate the slowest time for a device to assert the devseln signal for all accesses except the
configuration accesses. The PCI IP core only supports the slow decode setting. The DEVSEL_TIMING parameter
(bits 2 and 1) determines the DEVSEL timing.

9-10 00 - Fast (not supported)

01- Medium (not supported)
10 - Slow
11 - Reserved

11 Signaled Target Abort is set when the target terminates the cycle with a Target-Abort. Writing a 1 clears the Sig-
naled Target Abort.

12 Received Target Abort is set to a 1 by the Core after it terminates a cycle with a target abort.
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Table 2-6. Status Register Descriptions (Continued)

Bit
Location Description
13 Received Master Abort is set to a 1 by the Core after it terminates a cycle with a master abort with the exception
of special cycles.
14 Signaled System Error with serrn is set when the device asserts serrn. Writing a one clears the bit.
15 Detected Parity Error is used to indicate a parity error even if the parity error handling is disabled.
0,1,2,3,6 |Reserved Bits The returned value for each of these bits is 0 when this register is read.

Base Address Registers

The PCI IP core supports up to six Base Address Registers (BARs) for Master/Target and Target configurations.
The BAR holds the base address for the PCI IP core, and it is used to point to the starting address of the PCI IP
core in the system memory map. They are configured differently based on whether they are mapped in memory or
I/O space. A memory location is addressed using 32 bits or 64 bits while I/O locations are limited to 32-bit
addresses. The six BARs consist of 192 bits in the Configuration Space and are located in address locations 0x10
to 0x27.

BAR Mapped to Memory Space

When selecting the amount of required memory for a BAR, the amount of memory is saved to the BAR0-BARS
parameters in its 2’s complement form. Bits 0 through 3 of a memory BAR describes the attributes of the BAR and
do not change. The minimum recommended amount of memory a BAR should request is 4Kbytes. Figure 2-5 and
Table 2-7 describe the configuration of a BAR for memory space.

Figure 2-5. Memory Base Address Register
31/63 4 3 2 1 0

Prefechable Enable

Base Address Type

Memory/IO Space Indicator

SERR Enabile is used to enable the serrn driver. To enable, this bit is set to a 1. After reset this bit is set to 0.

Table 2-7. Memory Base Address Register

Bit
Location Description
0 Memory/l/O Space Indicator indicates whether the base address is mapped to /0O or memory space. A 0 indi-
cates mapping to the memory space. The value of this bit is set by bit 0 of the BAR0O-BARS parameters.
Base Address Type is used to determine whether the BAR is mapped into a 32-bit or 64-bit address space.
These bits have the following meaning:
1.2 00 - located in 32-bit address space
01 - reserved
10 - located in 64-bit address space
11 - reserved
Prefetchable Enable is determined by bit 3. It is a read-only bit that indicates if the memory space is prefetchable.
3 A value of 1 means the memory space is prefetchable. Bit 3 of the BAR0O-BARS parameters sets the value of this
bit.
4-31/63 |Bits 4-31/63 are read/write to hold memory address and are initialized by the BAR0O-BARS5 parameters.
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Bar Mapped to I/0 Space

When selecting the amount of required I/O space for a BAR, the amount is saved to the BAR0-BARS5 parameters in
its 2’s complement form. Bits 0 and 1 of an I/O BAR describe the attributes of the BAR and do not change.
Figure 2-6 and Table 2-8 describe the configuration of a BAR for I/0O space.

Figure 2-6. I/O Base Address Register
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Table 2-8. I/O Base Address Register

Bit
Location Description
0 Memory/IlQ space Indicator indicates whether the base address is mapped to I/O or memory space. A 0 indi-
cates mapping to the memory space. The value of this bit is set by bit 0 of the BARO-BARS5 parameters.
1 Bit 1 is reserved and hardwired to 0. This bit is read only.
2-31 Bits 2-31 are read/write to hold the memory address and are initialized by the BAR0-BARS5 parameters.

Cache Line Size

The Cache Line Size register is an 8-bit read/write register, located at OCh. It specifies the Cache Line Size in Dou-
ble Words (DWORDs). During a reset the register is set to 00h. This register is output to local interface as
cache [7:0].

Latency Timer

The Latency Timer register is an eight-bit read/write or read only register, located at byte address 0Dh. It specifies
the Master Latency Timer value for a PCI Master on the PCI bus. During reset the register is set to 00h.

CardBus CIS Pointer

The CardBus CIS Pointer is a read-only, 32-bit register at location 28h in the Configuration Space. The
CIS_POINTER parameter determines the value of the register. For more information on the CardBus CIS Pointer,
refer to the CardBus specification.

Subsystem Vendor ID

The Subsystem Vendor ID is a 16-bit, read-only field and is used to further identify the manufacturer of the expan-
sion board or subsystem. The SUBSYSTEM VENDOR_ID parameter determines the value of the Subsystem Vendor
ID register. The PCI SIG assigns the Vendor ID to ensure uniqueness. Contact PCI SIG (www.pcisig.org) to attain
a unique Subsystem Vendor ID.

Subsystem ID

The Subsystem ID is a 16-bit, read-only field and is used to further identify the particular device. This field is
defined by the manufacturer and is used to uniquely identify products or models. The SUBSYSTEM_ ID parameter
determines the value of this register.
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Capabilities Pointer

The Capabilities Pointer indicates the starting location of the Capabilities List. It resides at address location 34h.
The Capabilities Pointer consists of an 8-bit read-only register location. The capabilities pointer must be enabled by
the CAP_PTR ENA parameter. The CAP_POINTER parameter determines the value of this register.

Min_Gnt

The Min_Gnt read-only register is an 8-bit field that is used to specify the length of time in microseconds for the
Master to control the PCI bus. It resides in the upper 8 bits of address location 3Ch. The MIN GRANT parameter
determines the value of this register.

Max_Lat

The Max_Lat read-only register is an 8-bit field that is used to specify the how often the PCI IP core the bus. It
resides in the third byte of address location 3Ch. The MAX LATENCY parameter determines the value of this regis-
ter.

Interrupt Line

The Interrupt Line register is set by the interrupt handling mechanism to define the interrupt routing. This is a
read/write register is handled outside the operation of the PCI IP core. This register holds system interrupt routing
information.

Interrupt Pin

The Interrupt Pin register is used to indicate which of the four interrupts that the PCI IP core uses. Because the PCI
IP core is a single function device, the only Interrupt Pin that can be selected is Interrupt A. If the interrupt is
selected, the INTERRUPT PIN parameter sets the register with a value of 01h. This eight-bit register is located at
address location 3Dh.

Reserved

All reserved registers are read-only. Write operations to reserved registers are completed normally, and the data is

discarded. A 0 is returned after the read operations to reserved registers are completed normally.
Lattice PCI IP core Configuration Options

Lattice PCI IP core allows an extensive definition of the PCI Configuration Space for optimum performance.

IPexpress User-Controlled Configurations

The IPexpress user-configurable flow provides evaluation capability for any valid combination of parameters. Con-
figurations can have a maximum of three BARs. To create a configuration with more than three BARs, contact Lat-
tice.

The evaluation configurations of PCI IP core have a maximum of three BARs. To order a configuration with more
than three BARSs, contact Lattice.

Table 2-9. IPexpress Parameters for PCI IP Core

Parameter Name Range Default(s)
Number of BARs 1-6 3
Bus Definition Parameters
PCI Data Bus Size 32- or 64-bit Note 1
Local Master Data Bus Size 32- or 64-bit Note 2
Local Target Data Bus Size 32- or 64-bit Note 2
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Table 2-9. IPexpress Parameters for PCI IP Core

Parameter Name Range Default(s)
Local Address Bus Width 32- or 64-bit 32-bit

1. The value for PCI Data Bus size is set in each eval configuration as described in the appendices of the PCI IP core data sheet.
2. For 32-bit PCI Data Bus, only 32-bit Local Data Bus sizes are supported. For 64-bit PCI Data Bus, only 64-bit Local Data Bus sizes
are supported.

PCI Configuration Using Core Configuration Space Port

A set of signals called the Configuration Space Port is provided at the local bus side of the core to allow the user to
define the PCI configuration space as required for the user’s system. The names of these Core configuration input
signals are all suffixed with _p.

Appropriate parameter values are to be assigned to the designated input signals of Core configuration space port
to implement the desired PCI configuration space. Here are two examples to achieve this:

1. Directly assign parameter values to the input signals of Core configuration space port. The user needs to pro-
vide hard coded values to the Core‘s Configuration Space Port input signals in the core instantiation.

module pci top () ;

customer design cus_design _inst (
L XXXX (XXXX) ,
YYYY (YYyy)

.2222(2222)

1

pci core core inst( .framen (framen),
Tvdr_id_p(lG’h1234), //vendor id = 16'h1234
Tdev_tim_p(2’blo), //devsel timing = 2’b10 (slow)
¥
endmodule

2. Typically, two Verilog files, para_cfg.v and PCI_params.v, can be used to load these parameters to Core’s Con-
figuration Space Port. These files are available in Lattice PCI IP release package.

* Edit the PCI_params.v to set correct values to the parameters. Parameter names in PCI_params.v are all suf-
fixed with _g. Alternatively use the PCI GUI provided with Lattice’s software design tools to generate the
PCI_params.v. Refer the note given below.

¢ Instantiate para_cfg module and appropriately connect its ports to the Core configuration input signals of PCI
IP core.

para_cfg module will load the parameters, defined in PCI_params.v, into the Core’s Configuration Space Port

input signals.

module pci top() ;

wire [15:0] vdr id;
wire [ 1:0] dev_tim;
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